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The way women and men speak and are expected to behave is frequently discussed. For ex-
ample, women are sometimes described as speaking more than men, and men as swearing
more than women. These stereotypes can alter people’s expectations concerning the way we
should behave. Indeed, if the idea that females generally swear less frequently than males
is widespread, women who swear may be perceived as deviant from the norm, and thus be
stigmatized. Clearly understanding what is true and what is not in these studies and reports
is not an easy task, because there is a considerable amount of differing opinions on the topic.
The way swear words are used by women and men is one of those topics which remains vague,
but whose stake is great, since swearing is often considered as an act of power and a way of
affirming oneself.
This article will introduce the data gathered from a corpus of tweets in order to shed a new
light on new ways of analyzing specific sociolinguistic features like gendered uses of swear
words on Twitter. Analyzing the linguistic behaviour of users of these media can be an in-
teresting way of generating a most contemporary corpus representative of general trends, and
computational linguistics can represent a very accurate and powerful method of analyzing the
different uses people can make of certain speech patterns. In order to carry out the study, we
used several tools taken from both computer science and linguistics. These tools may represent
innovative methods to analyze the effect of social parameters on speech patterns displayed in
Twitter corpora.
Thanks to this data, we analyze both quantitative, and qualitative instances of swear words in
the corpus, to see how the linguistic gendered preferences may differ when swearing is used,
but just as importantly, we see how comparable they can be. Indeed, very often when dealing
with gender in corpus linguistics, small differences tend to be focused on, whereas they are
actually minor compared to the similarities. As for every study, the methods used here also
have certain limits that we present as well.
Without pretending to be representative of interactions other than the computer-mediated ones
present in this corpus, we hope that this data can shed an up-to-date and neutral light on the
way women and men use swear words on Twitter, and on the implications these results may
have, as well as on new tools researchers can use in various areas of research. We believe that
this study can also be useful to computational linguists/sociologists thanks to the methods used
to access data not directly available and displayed by users (e.g. the age or the sex).

Introduction

The way women and men speak is a common source of
discussions and debates, be it in academic research or in
mainstream media. Many social attitudes and linguistic fea-
tures have generally been attributed either to women or men;
swearing is one of those topics traditionally associated with
men. As Coates (2004) reported, “the folklinguistic belief
that men swear more than women and use more taboo words
is widespread”, consequently leading to the creation of stig-
mas preventing women or men from using a certain type of
linguistic behavior without being stigmatized. These precon-

ceived ideas also fuel societal stereotypes and may impact
people’s standards concerning what is desirable from each
gender. Moreover, swearing is often considered as an act of
power (see Beers Fägersten (2012); Murray (2012); Lakoff

(2004); G. I. Hughes (2006)) and a way of affirming oneself.
Thus, the fact that one gender may be perceived as more fre-
quent users of swear words, or on the other hand as swear
words eschewers, may have an impact on other qualities re-
lated to power we would inherently attribute to one gender
or the other, whether or not these differences are real. A cer-
tain number of studies have shown that contrary to what has
long been widely believed, women do not swear less than
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men, nor do they use a drastically different register (Baruch
& Jenkins, 2007; Hammons, 2012; S. E. Hughes, 1992; Jay,
1992; Baker, 2014; Thelwall, 2008; Coates, 2004). Indeed,
some of these surveys have shown that what generally differs
between women’s and men’s use of swear words is not the
rate at which they are used, but the context in which they
are used, as well as the kinds of words women and men use.
Some studies seem to indicate that the use of “strong” swear
words (see below for a description of what “strong” swear-
ing is) by women is increasing in certain contexts, and espe-
cially on social media (Murray, 2012; Thelwall, 2008), and
in the United Kingdom. Thelwall predicted that “a rever-
sal in gender patterns for strong swearing will slowly be-
come more widespread, at least in social network sites", and
this seemed especially true for younger generations of users
(users aged 16-19 in the case of Thelwall). Without pretend-
ing that our article would answer this question, this is a good
example to illustrate how social media can be one way of
highlighting new linguistic features, and try to better under-
stand them. The importance and time we devote to social
media sites is growing every year according to a study from
Ofcom (see the 2013 Ofcom report), and it concerns peo-
ple from all age groups, and all socioeconomic backgrounds
(Smith & Brewer, 2012). It would also seem that on these
media, and especially on Twitter, people tend to swear more
than in face to face interactions (Wenbo et al., 2014). This pa-
per will introduce the data gathered from a sample corpus of
about one million tweets from about 18,000 users collected
through Twitter in order to see how data such as age and gen-
der can be put in relation with more (socio)linguistic-related
features on Twitter, and how these features can be analyzed.
Here, the goal of this pilot study is more experimental and
demonstrative, as we will try to suggest innovative ways of
empirically analyzing gender and language, rather than give
definitive answers. In order to carry out our investigation, we
collected tweets localized in the UK, then we analyzed the
corpus with various tools (event detection programs, lemma-
tizers, named-entity recognition etc). Information concern-
ing the users (sex, age and location) was retrieved so that we
could draw statistics and study different social, contextual
and linguistic uses of swear words.

Thanks to this data, we will analyze both quantitative, and
qualitative instances of swear words in the corpus, to see how
linguistic gendered preferences may differ when we swear,
but just as importantly, we will see how comparable they can
be. As Baker (2014) pointed out, in a lot of studies deal-
ing with gender in corpus linguistics, small differences often
tend to be focused on, whereas they remain minor compared
to the similarities, thus giving the erroneous idea that these
represent proofs of an inherent divergence between sexes. To
try to avoid that, this paper will try to remain as neutral as
possible, to see whether a clear distinction can be made out
of this corpus or not. As for every study, the methods used

here have certain limits that we will discuss here as well.

Corpus description

When carrying out a linguistic study of any kind, the re-
searcher needs a corpus on which they will base their analy-
ses. The way this corpus is collected will directly impact the
kind of data gathered, as well as the implications, limitations,
and the reliability of this data. Thus, the corpus collection
phase has to be carefully thought to have results matching
the different aspects the researcher wants to investigate.

What is swearing?

As mentioned in the introduction, certain studies seem to
indicate that strong swearing among women may be becom-
ing more and more common on social media. However, be-
ing able to determine what can be considered a swear word,
and whether it is offensive or not is not an easy task, as
not everyone has the same latitude regarding swearing. In-
deed, children who swear will sometimes be severely repri-
manded, whereas it may go unnoticed among adults (Lade-
gaard, 2004). Also, people’s own perceptions of swear words
may influence how offended they are by them (Jay, 1992;
Stapleton, 2010), and thus not everyone will be offended by
the same words. The way swearing is perceived varies a lot
between generations for example (Harris, 1990), and some
people may not even consider that certain words are swear
words, whereas others will (S. E. Hughes, 1992). For these
reasons, it is hard to define a clear and empirical list of swear
words on which everyone will agree. In order to compile a
list of swear words that would be as objective and appropriate
to our sample as possible, we needed to have a standard, a list
of words considered swear words by most British speakers.
In this regard, the study from Wenbo et al. (2014) seemed
to be a good start, as they have managed to put together a
list of 788 English swear words and their variations. These
words were manually and independently annotated by two
native speakers of English who both agreed that these words
are “mostly used for cursing”. We decided to use the Wenbo
et al. (2014) study as a standard on which we would base
certain aspects of the methodology and analyses of our pilot
study, because we deemed that their study can be considered
as a reference point for our own investigation partly due to
the fact that their research was carried out in 2014, so it is
to this day one of the most contemporary on this topic. It
is also very exhaustive, as their corpus is composed of 51M
English tweets from all around the world, so their results are
more likely to be representative of global trends on Twitter.
One of the conclusions they came to is that of the 788 words
they used to define swearing tweets, “the top seven swear
words - fuck, shit, ass, bitch, nigga, hell and whore cover
90.40% of all the curse word occurrences in their corpus.
These seven words alone then represent the vast majority of
the swear words repertoire of Twitter users in their sample.
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Considering the afore-mentioned fact, and in order to be
able to maximize the relevance of what we can consider as
a swearing tweet in our sample, we chose to include the 20
most common swear words in the Wenbo et al. study. This
alone should ensure a reliable representativeness of what can
be used to differentiate a swearing tweet from a non-swearing
one. However, it could be argued that this list may not nec-
essarily be representative of a majority of native speakers
of English, especially as it was sampled by only two native
speakers. We mentioned earlier the fact that people’s atti-
tudes regarding swear words tend to vary a lot, so relying
on two people only seems limited to be able to build a com-
prehensive list of swear words, especially when considering
that for the sake of our study, we wished to focus on the
UK only. Thus, what was significant in Wenbo et al.’s study
may not be as significant in our own sample, as their study
was based on a sample of the worldwide stream of tweets
from a given period, whereas our corpus is much more local-
ized, so there may also exist a geographical bias. In order to
limit those bias as much as possible we also used the swear
words mentioned in the editorial guidelines concerning the
use of offensive language by the British Broadcasting Cor-
poration (BBC) and which were not present in the list taken
from Wenbo et al.. The BBC can be considered as repre-
sentative of a standard in terms of what should be labelled
as a swear word in the UK, especially as this concerns what
is acceptable or not from audiences1. We deemed that this
would represent a reliable addition we could use to create a
list of widely accepted offensive words applicable to a British
sample. In the end, the complete list of words we used to
distinguish swearing tweets from the others is composed of
fuck, shit, ass, bitch, nigga, hell, whore, dick, piss, pussy, slut,
tit, fag, damn, cunt, cum, cock, retard, blowjob, wanker, bas-
tard, prick, bollocks, bloody, crap, bugger. In other words, if
a tweet contains any one, or more, of these words, it will be
considered as a swearing tweet.

Social media and swearing

It is inadvisable to presume that the speech patterns dis-
played on social media are accurately representative of trends
present in face to face conversations, especially on Twitter,
as users are faced with a limit of 140 characters which does
not apply in face to face interactions. However, it can be
interesting to compare the way people swear on social media
to the way they swear in oral contexts to be able to better
understand how these two modes of communication can be
compared, and how representative of “real life” trends swear-
ing on Twitter can be. As we discussed earlier, the time
dedicated to social media sites like Twitter increases every
year. In 2013, a study from Ofcom2 revealed that in 2012 in
the UK, a vast majority of people from all age groups and
socio-economic backgrounds used social media. A majority
of these people also reported using social media more than

once a day, which was not the case in 2011. This illustrates
the growing importance that the Internet, and social media
in particular, are gaining in our daily lives, consequently in-
creasing the likelihood of daily speech patterns and evolu-
tions of certain linguistic attitudes being present on social
media and vice versa. According to Wenbo et al., “one out
of 13 tweets contains curse words” (Wenbo et al., 2014). As
corpora of tweets can be composed of a virtually unlimited
number of tweets, the proportion of potentially interesting
swear words to analyze thereby represents a very appealing
way of generating data. As we stated earlier, the way swear
words or other linguistic resources are used and perceived
by a specific community can have an impact on the way this
community is considered. Conversely, the way swear words
are used inside a group can be an indication of evolutions
in the way this community identifies itself with regards to
its status, or its power for example (Beers Fägersten, 2012;
Lakoff, 2004; Murray, 2012; G. I. Hughes, 2006). Since
women from the United Kingdom seemed to be the most
likely to use strong swear words more than men in previous
studies (Thelwall, 2008), we figured that studying the use of
swear words of British women and men on Twitter may re-
veal more profound changes in people’s perception and use
of swear words, at least in online communities present on
Twitter.

Methodology

The main requirements we had in order to be able to carry
out our study were thus the age of the informants (as younger
generations of women seemed to be the most likely to expe-
rience this increase in swearing on social media sites), their
gender, and they had to be localized in the UK, as this re-
gion seemed to be the most sensitive to the aforementioned
phenomenon. Twitter’s API (Application Programming In-
terface) seemed to be the perfect solution in this regard, as it
can offer access to every one of these parameters. In order to
collect our corpus, we used the streaming API and only re-
quested tweets from the United Kingdom by mentioning the
corresponding geolocation. We let the collection of tweets
run between 7 April and 15 May 2015 and got a total number
of 961,186 tweets from 18,060 users.

Inferring gender on Twitter

Users’ gender is determined thanks to the name they pro-
vided. We created two repositories of female and male names

1For more details on the guidelines regarding what
the BBC considers as offensive language, see: http://
www.bbc.co.uk/guidelines/editorialguidelines/
advice/offensivelanguage/index.shtml

2See the Ofcom report on Adults’ media use and attitudes report,
2013.
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given to British babies since the 1950s3, and they are com-
posed of a total of about 30,000 gendered names. For ev-
ery user whose tweet we collect, the program automatically
checks whether the name provided is present in one file or
the other (i.e., whether the name is present in the male or
the female repository), and if it is present in one, and not the
other, the user is attributed the corresponding gender. As a
way to avoid any bias with ambiguous names (names which
can be given both to women or men, like Robin for example),
if the name is present in both files, the user is considered as
undefined, and is rejected.

Inferring age

The age is determined thanks to the information provided
by users in the description of their profiles. We have defined
a list of patterns which allows the program to automatically
identify a digit sequence in a description that corresponds to
the age of the user (e.g. thanks to regular expressions, the
program will identify 25 from “I’m 25 yo” for example). In
order to maximize the accuracy of our results, we decided to
split users according to their gender and age groups. We thus
categorized users into six different age groups which will be
referred to as described in Table 1.

Table 1
Table of notations.

Notation Meaning

Cm
12−18 Tweets published by males aged 12-18
Cm

19−30 Tweets published by males aged 19-30
Cm

31−45 Tweets published by males aged 31-45
Cm

46−60 Tweets published by males aged 46-60

C
f
12−18 Tweets published by females aged 12-18

C
f
19−30 Tweets published by females aged 19-30

C
f
31−45 Tweets published by females aged 31-45

C
f
46−60 Tweets published by females aged 46-60

The reason why we chose those age groups is because as
many sociolinguistic studies have shown, people we spend a
lot of time with can have an influence on the way we speak,
especially among children (Eckert, 2008; Stapleton, 2010;
Ladegaard, 2004). Since children spend most of their time
at school, with peers of the same age, children of the same
educational level are more likely to display similar speech
patterns. Thus, until age 18, users are classified according
to the academic level they are the most likely to belong to in
the United Kingdom. According to the Office for National
Statistics, in 2013 the average age of mothers was 30 in Eng-
land and Wales4, so age 30 will be used as a marker for two
age groups. Indeed, studies suggest that parents who have
children produce more standard forms than usual and avoid

the use of taboo language (Stapleton, 2003; Mercury, 1995),
so having babies is likely to influence the linguistic attitudes
of people from these generations, hence the need to take
it into account in our age classification. These age groups
should allow the heterogeneousness of our sub-corpora to be
limited as much as possible. Such groups also have the ad-
vantage of limiting the interference of problems caused by
users who may not keep their profiles up to date for example,
and who may claim to be 22 in their descriptions, whereas
they would now be 23. The age reported would in this case
not be the actual age of the user, but they would still belong
to the most appropriate age group.

Analysis and results

To help us analyze this vast collection of tweets and gain
insights into the contexts in which Twitter users swear, we
leverage several data analysis tools developed in the field of
machine learning. But first, some classic data concerning
the demographics of our corpus will help us understand its
composition.

Distribution of the number of tweets per gender and age

Table 2 and Figure 1 present basic data about the demo-
graphics of our corpus. Unsurprisingly, as shown in Figure
2, there is a huge imbalance in the representation of the dif-
ferent age groups taken into account, with a vast majority
of our users reported as being between 12 and 30 years old.
This was to be expected and this repartition also corresponds
to the most represented age groups on Twitter as a whole.
Also, what a manual verification revealed is that for both the
youngest and the oldest age groups (i.e. the 5-11 and the 61-
99), most of the users’ descriptions do not correspond to ac-
tual human users, or are representative of anomalous profiles,
like pages dedicated to companies or pets (for the youngest
age group), or clearly untrustworthy profiles (for the oldest
age group). This is mainly due to the method we used to
gather information concerning the age of our users, based on
regular expressions, and which does not make a difference
between a profile dedicated to a 4 year old dog, and a a 4
year old boy, although a 5 year old boy is unlikely to have a
Twitter profile... Our regular expressions are meant to look
for profiles mentioning a number followed by “years old’ in
users” descriptions (or variations of "years old", like “yo”, as
it is a very common way to mention one’s age on Twitter),
among others, but does not take into account any mention of
gender, or of being a human, as this is only processed thanks
to the name provided. So, to prevent the potential interfer-
ence of this dubious data, these age groups are never taken

3Sources: General Register Office, National Records of Scot-
land and Office for National Statistics.

4See the 2014 report from the Office for National Statistics.
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Figure 1. Distribution of the number of tweets per gender
and age.
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Figure 2. Distribution of the number of tweets per user on a
log-log scale.

into account in the analyses we make, and are just presented
here out of a concern for transparency.

Table 2
Basic corpus properties.

Male Female Total

# of users 10313 7747 18060
# of tweets 579864 381322 961186

Distribution of the number of tweets per user

Figure 2 plots the distribution of the number of tweets per
user on a log-log scale. We note that it follows a power-law,
with one user contributing over 3700 tweets in the corpus,
while a lot of users contribute to fewer than 100 tweets, thus
showing that the interference of potential spam accounts pro-
ducing a great number of tweets in a short amount of time is
very limited.
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Figure 3. Most common swear words found in swearing
tweets published by male users.
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Figure 4. Most common swear words found in swearing
tweets published by female users.

Proportion of swearing tweets among women and men

In our corpus, 5.8% of the male tweets contained at least
one swear word, compared to 4.8% for women. Figures 3
and 4 present the proportion of tweets containing the eleven
most common swear words for women and men. However,
as percentages of this kind do not provide much information
about the specific use of each word, we normalized the fre-
quency of each swear word on one million words for both
women and men. The results are presented below in Table 3.

Proportion of swearing tweets by gender per million
words

Table 3 presents the proportions of use of all the swear
words we took into account for both genders. As we men-
tioned before, there is an imbalance in the number of male
and female users, as well as in the number of tweets for
each gender. Thus, raw percentages would have been use-
less in that they are not comparable in such situations. To
be able to efficiently compare the use of swear words by
women and men, we calculated the number of instances of
each swear word there would be in one million words. This
then gives us an objective value on which to base our anal-
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Table 3
Frequency of swear words by gender per million words.

Word Women Men Overused by LL

fuck 1719.21 2105.07 Men 179.15
shit 996.36 1198.84 Men 85.96
ass 63.48 63.48 Neither 0

bitch 262.02 142.88 Women 168.1
nigga 10.97 18.82 Men 9.51
hell 344.57 309.89 Women 8.54

whore 11.23 10.43 Neither 0.14
dick 124.34 133.64 Neither 1.54
piss 257.84 253.08 Neither 0.21

pussy 19.33 33.7 Men 17.92
slut 20.11 15.74 Neither 2.49
tit 88.03 195.24 Men 187.47
fag 18.02 30.28 Men 14.3

damn 117.81 102.84 Neither 4.73
cunt 94.3 295.86 Men 487.84
cum 8.62 17.79 Men 14.7
cock 82.02 93.08 Neither 3.22
retard 11.23 26.86 Men 29.71

blowjob 1.04 1.88 Neither 1.1
wanker 21.42 49.96 Men 52.82
bastard 68.44 110.54 Men 45.49
prick 47.02 84.36 Men 48.8

bollocks 14.62 37.3 Men 45.96
bugger 18.8 18.3 Neither 0.03
bloody 227.01 173.51 Women 33.47

crap 100.05 89.66 Neither 2.64

yses. For each swear word, we calculated the log-likelihood
(LL) score, which is based on the null hypothesis that there
is no difference between the observed relative frequencies of
a given swear word in the two corpora (i.e. female tweets
and male tweets). We can reject the null hypothesis at the
level of p < 0.01 when the LL value is greater than 6.63
(Rayson et al., 2004). In that case, we consider this word to
be characteristic of men or of women. In Table 3, the three
most statistically significant words for women and men are
highlighted. These words are, in descending order of signif-
icance, bitch, bloody and hell for women, and cunt, tit and
fuck for men. It would seem that some of the findings of
McEnery (2006) are verified here, as in his study of the use
of swear words of women and men on MySpace, he found
that fucking, fuck, jesus, cunt and fucker were more typical
of males, and god, bloody, pig, hell, bugger, bitch, pissed,

arsed, shit and piss were more typical of females. However,
although some of the most significant words for women and
men in our sample were also significant for the MySpace
users, the ranking of those words is different. Cunt is now the
most significant word for men, and bitch the most significant
for women, which may suggest an evolution in the gendered
preferences of swear words. However, it may also be due to
different ways of swearing and topical differences triggered
by the two social media in question (MySpace and Twitter).

Average ratio of swearing tweets per day by gender and
age

As mentioned earlier, Twitter’s API enables us to collect
many information along with tweets themselves. The time
at which those tweets are published is one of them. Figures
5 and 6 represent the average swearing ratio throughout the
day for male and female users aged between 12-18 years old.
The global patterns are the same for women and men for both
age groups, the highest peak of swearing ratio being located
in every case between 2am and 5am. In other words, this
period is the one in which the proportion of swearing tweets
compared to non-swearing tweets is the greatest. During the
day, the pattern seems to be the same for both genders from
both age groups as well, since the swearing ratio for both
genders keeps increasing throughout the day. As Wenbo et
al. (2014) noted, we notice that the global pattern of swearing
tweets corresponds to the standard activity of human life, as
users start swearing between 6am and 7am, when people usu-
ally wake up, and gradually increases throughout the day. In-
terestingly, we observe that there is a downfall in the swear-
ing ratio around dinner time (around 7pm and 8pm), which
suggests that people tweet, or swear less at that moment.
However the ratio increases drastically after that period. As
studies have shown, one of the main functions of swearing is
to express strong emotions like anger, joy or sadness (Allan
& Burridge, 2006; Jay & Janschewitz, 2008). Considering
these interpretations, the fact that the ratio for men is con-
stantly higher than women may suggest that they feel more
comfortable expressing these kinds of emotions than women.
Thus, apart from the differences between genders, what these
figures suggest is that both women and men have the same
attitude regarding swearing throughout the day. Even if the
way women and men swear can differ lexically or quantita-
tively (as shown in Table 3), some aspects of swear words
usage are the same, and apparently the way women and men
use swear words according to the time of the day is some-
thing which is common to both genders in our corpus.

Named-entity recognition

Named-entity recognition (NER) enables us to automati-
cally locate specific elements in tweets, more precisely the
names of people, organizations or locations. To perform this
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task, we use a software (Finkel et al., 2005) which imple-
ments a NER method that relies on classification rules based
on features of the word sequences that constitute tweets. Ta-
ble 4 reveals that on average, men use named entities more
than women. Also, for both women and men, users tend to
mention named entities consistently more as they get older.
Figures 7 and 8 present detailed proportions of named en-
tities per gender and age group in swearing tweets. This
shows that whatever their age, both women and men ma-
joritarily mention named entities referring to people when
swearing. However, what differs is the fact that women from
every age groups seem to favor locations over men, who pre-
fer mentioning organizations. This method then highlights
the fact that as far as swearing is concerned, context plays
a big role. We suggest that these differences may point at
gendered differences in the topics women and men focus on,
at least when they swear, which may reveal the fact that the
pragmatic functions of swear words for women and men of
the same age groups may differ. However, more qualitative
analyses would be necessary to be able to confirm this hy-
pothesis.

Table 4
Proportion of tweets that contain named entities.

[12; 18] [19; 30] [31; 45] Average

Women 10.28% 13.41% 14.60% 12.76%
Men 14.25% 19.67% 20.59% 18.18%

0.2

0.4

0.6

0.8

Cm
12−18 Cm

19−30 Cm
31−45

Corpus
Pr

op
or

tio
n

Person Location Organization

Figure 7. Distribution of the types of named entities in
swearing tweets published by men.

Event detection

In order to analyze the impact that real world events may
have on Twitter discussions, we studied specific reactions on
Twitter triggered by the most influential of these real world
events (e.g. the broadcast of a popular TV show, a politi-
cal event etc...) for users. We use Mention-Anomaly-Based
Event Detection (MABED), a statistical method proposed by
Guille & Favre (2015, 2014) for the detection of significant
events from tweets. Thanks to this method, we are able to
map both macro and micro levels of gendered reactions, as
it describes each event it detects with a set of words, a time
interval and a score that reflects the magnitude of impact of
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Figure 8. Distribution of the types of named entities in
swearing tweets published by women.
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Figure 9. Evolution of the number of tweets containing
#bbcdebate.

the event over users. Moreover, it is possible to analyze the
tweets associated with these events, to understand their un-
derlying composition, and the way swear words are used in
our case for example. Table 5 and Table 6 present as an ex-
ample the ten most significant events detected by MABED
for women and men aged 19-30. These events are numbered
from 1 to 10 in decreasing order of significance. The ‘event’
column presents the keywords recognized as the most repre-
sentative of the event, and the last column presents the per-
centage of tweets containing at least one swear word inside
each event. Events marked as “spam” were events which
were considered as such because one single user posted the
same spam tweet very often, thus virtually generating key-
words considered by MABED as relevant events. These
spammers, though being a minority in our corpus as shown
in Figure 1, create a considerable amount of noise for our
event detection method and prevent a more accurate analysis
of gendered events. It is however interesting to note that in
this sample, spammers are twice as more present in the fe-
male corpus than in the male one, thus suggesting that spam
accounts are more likely to adopt a female name.

Apart from spams, which have been manually identified
as such, what the results from MABED reveal is that gen-
erally speaking, male events could be summarized by sports
(boxing and soccer) and politics, and female events by me-
dia/entertainment (birth of the Royal baby, BGT (Britain’s
Got Talent)), sports (Grand National) and politics. Generally
speaking, we observe that throughout those ten events, men
use more swear words than women, and the event with the
smallest number of swear words among men still contains
more of these than the event containing the greatest number
of swear words among women. The events containing the
most and least amount of swear words are highlighted for
each gender, and this reveals that both women and men swear
more when talking about politics. What is interesting to no-
tice is that on average, the proportion of swearing tweets in

reaction to an event is higher (11.3% for men and 6.53% for
women) than in classic interactions on Twitter (5.8% for men
and 4.8%). It is also worth mentioning that the only com-
mon topic between women and men is the one containing the
hashtag #bbcdebate. Figure 9 plots the evolution of the num-
ber of gendered tweets containing this hashtag. Though men
tweet consistently more about that hashtag than women (but
it must be reminded that this graph presents the raw number
of tweets, so the gendered imbalance may be explained by
the fact that we have more men than women in our corpus),
we observe that the two patterns are very similar, and that
the events are both detected roughly when the broadcast of
the debate starts on television, and gradually decrease after
the broadcast is over, as it triggers fewer and fewer reactions.
The proportion of swearing tweets inside this common event
does not differ much between women and men, which may
again suggest that gendered differences in swearing are not
triggered by gender alone, but by the context in which swear-
ing occurs. In other words, women and men in the exact
same context would not differ much in the linguistic attitudes
they display. This would imply that swear words are not so
much gendered as contextualized, which would correspond
to other studies pointing to the fact that when considering
gendered speech patterns, the context of use plays a greater
role than gender alone (Eckert, 2008; Bamman et al., 2014;
Baker, 2014; Holmes, 1995; Ladegaard, 2004). In our case,
further qualitative research would however be needed to con-
firm or refute that hypothesis.

Limitations

This study presents certain limits. The first one concerns
the way we categorized users according to their age. Though
it has some advantages, it is not perfect, as some users will
have children before age 30, or will leave school before age
18, so the linguistic patterns potentially influenced by those
social phenomena may differ. Another potential problem is
that we did not include hashtags in our swear word detec-
tion methods, and hashtags often contain swear words, thus
potentially limiting our data in this regard. A manual verifi-
cation of the information provided in the description of a lot
of users in our sample reveals that many are students. Even
if it sounds normal, as the most represented age group is the
19-30, there may thus exist a bias towards this category of
users.

Conclusion

In this article, we tried to give hints about new methods
which could be used to analyze specific sociolinguistic pa-
rameters on Twitter. For that purpose, we analyzed the data
of a corpus of about one million tweets from users for whom
we could infer both the age and the gender. Even if our data
would need to be analyzed more thoroughly and qualitatively
in order to draw more generalizable conclusions, our goal
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Table 5
Top 10 most impactful events detected from Cm

19−30.

Rank Event % of swearing tweets

1 spam
2 fight maywheather he maypac watch pacquiao 13.00%
3 bbcdebate ed farage about natalie milliband 10.70%
4 messi ronaldo best goal ever boateng world lionel what 10.10%
5 snp seats have 9.60%
6 tories labour have more you 15.50%
7 spam
8 bournemouth league premier next all well play football 11.70%
9 exit polls ge2015 have wrong hope right lib 9.40%

10 seat his lost 10.40%

Table 6
Top 10 most impactful events detected from C f

19−30.

Rank Event % of swearing tweets

1 spam
2 royalbaby princess kate girl charlotte diana baby name 2.50%
3 spam
4 bgt dog antanddec ant me max omg 6.60%
5 spam
6 baby royalbaby girl princess kate 4.40%
7 National grandnational bets 7.90%
8 spam
9 bbcdebate nigel up ed nhs would 9.20%

10 Grand national bets 8.60%

here was to show that by combining techniques from both
computer science and linguistics, it is possible to provide in-
novative ways of studying the way women and men swear on
Twitter. These tools showed that beyond mere quantitative
data which could lead to erroneous impressions and gener-
alizations on the reasons why women and men swear, con-
textual parameters are sometimes more important in being
able to determine what is influential, as we concluded with
the event detection and NER analyses. This work is then
the continuation of prior studies which showed that gender is
often enacted in subtil ways, hence the necessity to develop
more tools to explore these questions. We believe that some
of the tools presented here can be used improved in future re-
search based on Twitter data, so that the analyses presented
in this paper can be refined, especially in order to be more
qualitative.
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